Freedom of Information - Humberside Fire and Rescue Service 
2025/26 122 – Use of AI
 
The request is:
AI Use in Operations
1. Does your organisation currently use any form of Artificial Intelligence (AI) or automated systems in its operations?
0. If yes, please list the tools or systems in use and provide a brief description of their purpose (e.g., administrative support, triage, analytics, chatbot services, etc.).
0. If not, please state whether your organisation has explored or piloted any AI-based technologies in the past 3 years.
AI for Decision-Making
2. Does your organisation use AI or algorithmic systems to support or inform decision-making in any area (e.g., resource allocation, risk assessments, case prioritisation)?
2. If yes, please describe the type of decision-making supported and the nature of the AI’s role (e.g., advisory, automated assessment, automated decision).
2. Please also confirm whether human oversight is applied.
AI Chatbots and Customer Interaction
3. Does your organisation currently use chatbots or virtual assistants—AI-driven or rules-based—to support public enquiries or internal staff functions?
3. If yes, please specify their purpose, whether they are AI-based, and when they were implemented.
Policies and Governance
4. Does your organisation have any formal policy, strategy, or guidance relating to the use of Artificial Intelligence or automated decision-making?
4. If yes, please supply a copy or provide a link.
4. If not, please indicate whether such a policy is in development.
Data Protection and Ethics
5. If AI systems are used, what measures or frameworks does your organisation have in place to ensure:
5. Compliance with data protection and privacy obligations
5. Transparency for service users
5. Ethical or responsible use 
(For example, DPIAs, algorithmic impact assessments, ethical guidelines—if applicable.)
Trials, Pilots, or Future Plans
6.           Has your organisation run any pilots, trials, or exploratory projects involving AI in the last 3 years, or does it plan to do so in the next 12–24 months?
7. If yes, please provide brief details of the purpose, timeline, and status of these initiatives.
Staff Training and Awareness
7.           Does your organisation provide any training, guidance, or internal communications to staff relating to AI, its use, or its implications?
8. If yes, please describe the type of training or include documents if available.

The response is:
I can confirm that Humberside Fire and Rescue Service hold this information. 
1. Yes, Humberside Fire and Rescue Service use A.I. enabled tools to support productivity, efficiency, and analytical insight. 
Current uses include:
1. Automating routine or repetitive technical tasks (for example, system maintenance activities such as policy refreshes and automated testing within development environments)
1. Supporting software development through tools that identify errors in code, suggest improvements, and assist with troubleshooting
1. Data analysis and predictive analytics to support planning and insight
1. Automation to assist with the completion of data recording forms, including the use of image-based inputs to support accurate and efficient data capture
These systems are used to assist staff and improve efficiency. They do not operate independently and do not replace professional judgement or operational decision-making.
The organisation has also previously used A.I techniques, including natural language processing and sentiment analysis, to analyse internal datasets in order to better understand staff culture and morale.
2. Humberside Fire and Rescue Service does not use AI or algorithmic systems to make automated decisions.
A.I enabled tools may be used in an advisory, analytical, or assistive capacity only, such as highlighting potential errors, identifying trends, or supporting data quality. All decisions remain the responsibility of trained staff, with appropriate human oversight applied at all times.
No decisions are made solely by A.I or automated systems.
3. Yes, Humberside Fire and Rescue Service uses A.I based chatbots for internal purposes only.
These chatbots support staff by helping them locate internal information such as guidance documents, policies, and procedural material.
In addition, the organisation plans to implement a public-facing chatbot in 2026. This chatbot is intended to assist users in accessing information from the organisation’s open data portal, including responding to Freedom of Information and incident data queries. The chatbot will provide information only and will not make decisions or provide operational advice.
4. Yes, Humberside Fire and Rescue Service has a formal Artificial Intelligence policy in place.
The organisation also has an A.I steering group which meets regularly to assess and oversee the use of AI technologies. All proposed uses of A.I must be reviewed and approved through this governance process before implementation.
This ensures that A.I is used in a controlled, proportionate, and responsible manner aligned with organisational objectives, legal requirements, and ethical considerations.
Our Policies can be found on our website here. 
5. Where AI-enabled systems are used, Humberside Fire and Rescue Service applies appropriate governance and assurance measures, including:
1. Compliance with UK GDPR and the Data Protection Act 2018
1. Completion of Data Protection Impact Assessments (DPIAs) where required
1. Information governance, cyber security, and access control measures
1. Oversight through the AI steering group and established risk management processes
These measures are intended to support transparency, accountability, and ethical use of A.I, with human oversight retained throughout.
6. The organisation has run pilot activity involving A.I. within the last three years and has plans for further trials. 
Planned initiatives include:
1. A trial in 2026 of an AI-enabled system to support operational crews by allowing them to ask questions during incidents and receive guidance drawn from existing standard operational procedures. This system will provide reference information only and will not issue commands or make operational decisions.
1. The planned implementation of a public-facing chatbot in 2026 to support access to information from the organisation’s open data portal.
1. Streamlining the completion of data entry forms with the use of A.I, image recognition and audit speech to text.
All such initiatives are subject to governance approval, assurance activity, and data protection assessments prior to implementation. 
7. The organisation provides staff with guidance relating to the appropriate use of digital systems, including information governance and data protection.
Where A.I enabled tools are introduced, relevant staff receive appropriate guidance and support to ensure systems are used responsibly and in accordance with organisational policy.

If you are unhappy with the handling of your request, you have the right to ask for an internal review. A request for an internal review should be made within 40 working days of the date of this email. If you are not happy with the outcome of the internal review, you have the right to apply direct to the Information Commissioner at www.ico.org.uk/foicomplaints. The postal address is: Information Commissioner’s Office, Wycliffe House, Water Lane, Wilmslow, Cheshire SK9 5AF.

